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ABSTRACT 

We present  a  preliminary  design for a  tracking  and  pointing  subsystem  for the optical  communication  link  between the 
International  Space  Station  (ISS)  and  a  ground  receiver  at  Table  Mountain  Facility.  The  link is intended to demonstrate  high 
rate  downlink  capability of rates  up  to  2.5Gbps.  The  design  objective of tracking  and  pointing  subsystem  is  to  limit  the 
pointing loss to  within 4dB  to  ensure  the  maximum  downlink  capability with 3dB link  margin. We will show  the  underlying 
tracking  and  pointing  subsystem  design  and  present  analysis  that  shows  the  allocated  error  budget  can  be  met. 
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1. INTRODUCTION 

The need for  high-speed  data  communication for space  exploration  is  ever  increasing  due to increasing  scientific  and  imaging 
data.  For the past  several  decades,  NASNJPL.  has  been  developing  high  data-rate  optical  communication  technology. 
Recently,  the  International  Space  Station  (ISS)  Engineering  Research  and  Technology  Development  program  (ISSERT)  has 
sponsored  JPL  to  develop  an  optical  communication  terminal  whose  main  objective  is to demonstrate  high  speed  down link 
capability  (2.5Gbps)  between  ISS  and a ground  receiver,  JPL’s  Optical  Communication  Telescope  Laboratory  (OCTL) in 
2003. In this  paper, we address  only the  design of the  pointing and  tracking  subsystem. as others  are  reported  separately [2.3]. 

In Section  2,  functional  blocks of pointing  and  tracking  subsystem will be  described. In Section 3, various  pointing errors and 
error  allocation will be  presented. In Sections 4 and 5, two  major  random  error  sources  and  simulation  results will be 
discussed in detail.  Finally, a summary will be  given i n  Section 6. 

2. TRACKING  AND POINTING SYSTEM 

The pointing  and  tracking subsystem  (Figure 1 )  is based on the  patented  laboratory  model of the  optical  Communication 
Demonstrator  (OCD),  which  has  reduced  complexity by using a single  Focal  Plane  Array  (FPA) and  a Fine  Steering  Mirror 
(FSM) for all acquisition,  tracking,  and  pointing  functions[4].  The  improvements i n  the new  design  are both advanced  FPA 
and FSM. Due to requirements to have  a  wide field of view (6mrad), a 512x5 12 FPA is baselined,  which is four  times  larger 
than the  current OCD FPA  (128x128).  The increase in format  imposes  a  critical  technical  challenge in timely  readout of  the 
FPA.  Given the same frame  rate  requirement as  OCD  (two  10x10  subwindows at ?kHz), the  need for faster pixel reading 
rcquires  a new FPA  technology  such as Active Pixel Sensor (APS) or CMOS  sensor that make i t  possible to implement 
random  access to the region of interest (or subwindow).  The  requirement  on  dynamic range  was also increased  from  less than 
8bits to l0bits  due to tighter  pointing  accuracy  given  large  atmospheric  influences.  Also  helping to meet  the  accuracy 
requirements,  the new FSM  (LHD  design  FO-15) has  higher  open  loop  bandwidth (5OOHz vs. 30Hz).  The 0 dB rcjection 
bandwidth from this new FSM  is  expected to exceed  100Hz. 

The tracking  and  pointing  operation is described  here: 21 9XOnm beacon is imaged  onto a large  FPA (5 12x5 12) with each pixel 
covering  12pradxl2prad. Also, a  tiber-coupled  980nm laser with  1550nm  downlink l s e r  is imaged onto  FPA using a retro- 
retlector.  Centroiding of two  laser  spots with point-ahead  information  based o n  the uplink  transmitter/downlink  rcceivcr 
generates the driving  signal for FSM.  The fccdhack  control loop is operated at 7 k H ~  rate. The main differcnces from C)CD 
are thc  new FPA and FSM,  which will be descrihcd in  detail in  section 4 and 5. 
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Figure 1 .  Pointing  and  Tracking  Subsystem 

3. POINTING ERROR BUDGET 

A minimum link  margin  of  3dB  for  2.5Gbps  data  rate  with  negligible  pointing  fade  probability  (less  than 1%) was 
established as the fundamental  design  driver.  From  this,  the  overall  pointing  error  budget,  2.3prad ( 1  sigma  random  error) 
and  2prad (static  error),  was  established. This  overall  error  consists of various  random  and  static  error  sources,  which  are 
shown in  Table 1 with the  corresponding  error  allocations. 

Random errors: The  two  major  random  error  sources  are  detector  (or  Focal  Plane  Array  (FPA)) and  control  system  errors. 
The  function of the  detector  during  tracking  is  to  provide  relative  positions  between the laser  beacon  and  downlink  transmit 
beam on the  FPA which are then used in the  fine  steering  mirror  control  loop  to  point  downlink  beam  to a ground  receiver. 
The  estimation of laser  beam  position is computed  using a image  centroiding  function.  The  resulting  centroiding  error 
(detector  error) is a function of signal  level, FPA read noise,  analog-to-digital  converter (ADC) resolution,  laser  beam  profile, 
FPA non-uniformity  FPA fill factor, as well as smear of the  image.  The  allocated  errors  shown in Table 1 are  based  on 
simulation  results  that will be  explained in detail in Section 5. The control  system  error  includes  uncompensated  error  from 
spacecraft(S/C)  and  gimbal  vibrations.  The  capability of the  control  system  to  compensate  for  vibrations  depends  highly  on 
the  control  loop  update  rate.  Because of the high  uplink power available.  the frame rate is primarily limited  by  the readout 
rate of a FPA.  The  allocated  uncompensated  error  due to S/C jitter is an  estimate  based on the predicted  closed  control loop 
performance  and a preliminary  model af S/C  jitter [ I ] .  The  error from  gimbal  mis-pointing is rather a requirement  that is 
derived  from  rough  estimate of the  currently  available  gimbal  performance. 
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Error Sources 
Detector  Error 

Comments  (prad)  

Beacon  Cent ro id  
N E A  + Pixe l  to P ixe l   Nonun i fo rmi ty  

S imula t ion   resu l t  0.50 Spat ia l   Quant iza t ion+Int rap ixe l  

nonuni formi ty  ( lo) 
240,000 e- ,   6b i t s ,  2% 1.05 

Nonun i fo rmi ty  

Transmi t   Cent ro id  
N E A  + Pixel to   P ixe l   Nonun i fo rmi ty  

N o m i n a l  0.50 Spat ia l   Quant iza t ion+Int rap ixe l  

1.3Me-, 6bi ts ,  2% 0.20 
nonuni formi ty  ( l o )  

Nonun i fo rmi ty  
I I I 

Control  System  Error 
Uncompensa ted   S /C   j i t t e r  

Requ i remen t  1.20 U n c o m p e n s a t e d   G i m b a l   j i t t e r  
S imula t ion   resu l t  1 S O  

I I 

Total  R M S  Jitter (RSS) 2.30 

Al ignmen t   E r ro r  2.00 
Po in t   Ahead   Unce r t a in ty  

2 .oo Total  Static  Error (RSS) 
0.05 

Table 1 .  Pointing error allocation  table 

4. CONTROL SYSTEM ERROR 

4.1 ISS VIBRATION ENVIRONMENT 

The S/C vibration is the dominant  source to the  pointing  error.  Since the gimbal  system  compensates for the  mean motion, 
the majority of beacon  motion on FPA is due to S/C vibration. The  corresponding  pointing  error is therefore  proportional to 
the vibration  magnitude.  The  vibration in high  frequency  range is a more  significant  contributor  as will be  clear when  the 
tine  steering  control  loop is discussed.  Therefore, the knowledge of the  expected  S/C  vibration is critical for accurate 
estimation of pointing  error.  Currently. the vibration  estimation  data  (Figure 2) on  the ISS attach  site (S3)[3] is available up 
to 50Hz. This was  generated from finite-element  models.  Since the effect of S/C vibration  should be evaluated  over 
frequency  range that influences  the  pointing  accuracy,  an  appropriate  analytical  S/C  vibration  model  should be derived. The 
Olympus S/C vibration  model  was  selected as  an  approximate  analytical  model  (solid  line in Figure 2) which  forms an upper 
bound t o  the ISS vibration  model data.  We  believe this is a  somewhat  conservative  approach  that is seen to be evident  from 
Figure 2, especially in the  high frequency  region  whcre  the differetce between  the ISS model data and the Olympus  S/C 
vibration model is largest. However, this will give us some  extra margin as long as the  nctuai ISS vibration is  held below the 
model data. 
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Figure 2. ISS vibration model  data vs. Olympus SIC vibration model 

4.2 POINTING AND TRACKING CONTROL LOOP 

The  goal of pointing  and  tracking  control  loop  is  to  track  the  beacon  laser  using  FPA  and  to  point  downlink  laser  to  the 
ground  receiver  using  FSM.  The  disturbance  rejection  capability  of  the  control  system  depends  on  the  controller  design, 
characteristics of FSM  and  time  delay  between  control  loop  updates.  Since  the  mirror  controller  is  optimized  for  the  given 
mirror,  the high FSM  bandwidth and short  time  delay  result in better  rejection  capability.  For  the  mirror, we chose  the  Left 
Hand Design  (LHD)  mirror  (model  FO-15).  The  open  loop  characterization of FO-15 can  be  found in [ l] .  The new mirror 
revealed  3dB  open  loop  bandwidth at higher  than 500Hz. With  the  larger open  loop  bandwidth  of  the FO-15, we expect  the 
overall  rejection  performance  to  improve.  With  2kHz  control  loop  updates, the expected  disturbance  rejection  has been 
previously  predicted in [ 11 and  the  results shown in Figure  4b.  The  design of the new  controller  for  FO-15 is currently 
underway. 

Disturbance 

Input command Controller mirror  model 

- 

Time delay4 

Figure 3. Simplified  block  diagram o f  pointing  and  tracking control system 

+ output 

The  corresponding  uncompensated  error  (1.5prad)  from S/C vibration using the Olympus S/C vibration model can be 
calculated in equation ( I ) over  frequency  range of 0 to 300Hz [5]. The uncompensated  error from  gimbal vibration  should be 
less than I.2prad i n  order  to meet the allocated  error  budget.  Without the full know!edge on rhe vibration  spectrum o f  the 
gimbul, we have taken  the  approach of  imposing a requirement  vibration on the gimbal.  This is seen  to be readily achieuble 
with gimbal  vendor  support. 
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Figure 4. OLYMPUS S/C Vibration PSD (a), S(f) = 1604 l+f*) and  Tracking Loop Disturbance  Rejection (b), R(f). 

8 ,  = d j S ( f )  I R(f) I *  df 

= 1.5prad 

S(f): Angular  S/C  vibration  power  spectral  density 
R(f): Closed  loop  rejection in the  frequency  domain 

5. DETECTOR ERROR 

Detector  error is another  major  random  error  source  and is comprised  of  several  subcomponents.  The  baseline  detector  has 
5 12x5  12  format  with a pixel  size  of  12pmx12pm that covers an angular  area of 12prad  square. For the  purpose of 
highlighting  the major error  sources, we limit our discussions  to  NEA  (Noise  Equivalent  Angle),  pixel-to-pixel 
nonuniformity,  and  spatial  quantization. 

5.1 NOISE EQUIVALENT ANGLE (NEA) 

The  contributors to NEA  include photon  shot  noise,  FPA  read  noise, dark  current, and ADC  noise.  Figure 5 shows  simulation 
results of NEA based on 9x9  beacon profiles  (Figure 7) with 3 different  ADC  quantization noise  levels. The combined  noise 
from  read  noise  and  dark  current  was  assumed to be 5Oe-. 
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0.96 

NEA 0.72 

0.48 
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Figure S .  NEA ;IS a  function o f  signal using beacon protile (Figure 7 )  with 3 dIffcrent  ADC  noise Irvcls. 
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The  above results indicatc that the  allocated  error  budget o f  I.Oprad can be achieved with ADC a  resolution of 6 bits  and 
signal level of 240,000e-. For the  Earth  based transmit  beam, the signal level can  be easily  controlled  and  0.2prad  can be 
achieved with 1.3Me- signal.  Since the  beacon signal  Iluctuates due t o  atmospheric  scintillation  with  dynamic  range of more 
than  IOdB,  the FPA  needs to have an effective  resolution  range  of IObits. 

5.2 PIXEL-TO-PIXEL  NONUNIFORMITY 

Although  the  pixel-to-pixel  nonuniformity  is an important  consideration to the  pointing  error, with no large source  of stray- 
light, the magnitude of error  turns  out to be rather  small. The  simulation  results in Figure 6 assume the  worst case  scenario 
where  only the right  most column of  the centroiding  window  has  different  responsivity  than the other  columns  (which here 
have  responsivity of 1) .  The  maximum  expected  error, given a 2% difference  (empirical  number  for a good  detector) in 
responsivity, is 0.12prad or approximately  0.04prad  (1  sigma). 

Centroid 
error (pad)  
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0.0 

-0.12 

- " " 

0.9 0.9 0.9 0.9 0.9 1 1.0 1.0  1.0 1.0  1.0 
Responsivity 

Figure 6. Centroiding  error due to nonuniformity of FPA columns 

5.3 SPATIAL  QUANTIZATION 

The  centroiding  error  due to spatial  quantization is caused  by  the finite FPA pixel size  and  therefore is a function  of  beam 
profile,  pixel  size,  and  centroiding  window  size.  Unlike NEA, i t  is a  slowly  varying  bias  where  the  sub-pixel  position of  the 
beam  spot  determines  the magnitude' of  the bias.  Generally,  centroiding  window  should  be  large to reduce  spatial 
quantization  error  due to truncating  the  image  even  though  this  increases  the NEA due to increased  pixel  noise.  Therefore, 
there  should  always  be  a  trade-off  between  these  two  error  sources.  Figure 8 shows  simulation  results on spatial  quantization 
error  for 3 different  centroiding  window  sizes  given  a fixed beam  profile  (Figure 7). As the results  indicate, the larger the 
centroiding  window  size, the smaller the centroiding  error.  However, we can not  increase  the  window  size to include the 
whole  beam  profiles due to limitations on FPA read rate. Thus, we chose l O x l 0  as  our  baseline  centroiding  window  size.  The 
resulting  spatial  quantization error, 3 signla o f  1.Sprad or 1 sigma  error o f  O.Sprad satisfies  the  allocated  error  budget. I n  
order to obtain the  best beam  profiles i n  the centroiding  window, the tracking  window  can be  made. slightly  larger to allow 
preprocessing  such  as  background  subtrsction. 
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Figure 7. The beacon  beam  profile at FPA ( 1  3x 13) 
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Figure 8. Spatial  quantization  error on 3 different  centroiding  window sizes 

6. SUMMARY 

We presented a preliminary  pointing  and  tracking  subsystem  design for the  ISS-ground  link  that is intended to demonstrate 
high speed  downlink  capability  from  the ISS to the  ground.  The baseline  pointing  and  tracking  subsystem  uses  single  a FPX 
and FSM. Simulation  results  indicated that the  objective of limiting  pointing loss due to pointing  could be achieved  using the 
baseline  design. We are  now  working  on  designing  the  mirror  controller  and  implementlltion of FPAs in our tested. 
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